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SUMMARY This paper describes a novel approach for detecting fault-prone modules using a spam filtering technique. Fault-prone module detection in source code is important for the assurance of software quality. Most previous fault-prone detection approaches have been based on using software metrics. Such approaches, however, have difficulties in collecting the metrics and constructing mathematical models based on the metrics. Because of the increase in the need for spam e-mail detection, the spam filtering technique has progressed as a convenient and effective technique for text mining. In our approach, fault-prone modules are detected in such a way that the source code modules are considered text files and are applied to the spam filter directly. To show the applicability of our approach, we conducted experimental applications using source code repositories of Java-based open source developments. The result of experiments shows that our approach can correctly predict 78% of actual fault-prone modules as fault-prone.
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1. Introduction

Fault-prone prediction is one of the most mature area of software engineering. The prediction of faulty software modules is important for both the reduction of development cost and the assurance of software quality. Much research has been conducted so far [2], [4], [7], [11], [13]–[18], [20], [24]. Most research used some kind of software metrics, such as program complexity, size of modules, object-oriented metrics, etc., and constructed mathematical models to calculate fault-proneness. This approach is usually based on a hypothesis that the more complex module the more bugs. However, such a hypothesis is not always true.

We thus tried to break through the conventional fault-prone prediction by introducing a text-mining technique. This paper introduces a new idea for fault-prone module detection. The idea is inspired from a spam e-mail filtering technique. According to Postini Inc.’s report, 94% of all e-mail messages on the Internet were spam in November 2006 [23]. Such an explosive increase of spam e-mail messages triggered the development of many spam filtering techniques [3], [22].

In spam e-mail filtering, incoming e-mail messages are classified into spam or ham (non-spam) based on the frequency of tokens appearing in e-mail messages. Recently, since the usefulness of Bayesian theory for spam filtering has been acknowledged, most spam filtering tools have implemented this theory. Consequently, the accuracy of spam detection has been improved drastically. Spam filters are usually implemented as a generic text discriminator. We thus tried to apply a generic text discriminator to the fault-prone detection. We call our approach “fault-prone filtering.” In fault-prone filtering, we consider a software module as an e-mail message, and assume that all of the software modules belong to either fault-prone (FP) modules or not-fault-prone (NFP) modules. After learning of existing FP and NFP modules, we can classify a new module into either FP or NFP by applying a spam filter.

One advantage of such a statistical approach is that we do not have to investigate source code modules in detail. We do not measure any metrics explicitly, but implicit our approach measures only one metric: frequency of tokens found in the source code.

To validate the usefulness of our approach, we describe experiments using Java-based open source developments, such as argoUML and the Eclipse BIRT plugin. In these experiments, we consider a method in Java class as a module. That is, the judgments of FP and NFP were applied to methods in Java source code. We then performed 10-fold cross validation to evaluate our approach. The result showed that the best classifier can classify 78% of actual fault-prone modules correctly. This result implies that “fault-prone filtering” may be useful for detecting fault-prone modules.

The rest of this paper is organized as follows: Section 2 describes work related to this study. The outline of “fault-prone filtering” is then described in Sect. 3. An experiment to show the effectiveness of our approach is shown in Sect. 4. Section 5 discusses the result obtained in the experiment and Sect. 6 shows threats to the validity of our research. Finally, Sect. 7 summarizes this study and also addresses future work.

2. Related Work

2.1 Fault-Prone Prediction

Fault-prone prediction is a mature area in software engineering with various studies having been done over the past 20 years. From 1999, for example, many studies have been conducted [2], [4], [7], [11], [13]–[18], [20], [24].

Software metrics related to program attributes such as lines of code, complexity, frequency of modification, coherency, coupling, etc., have been used in many previous
studies. In those studies, such metrics are considered explanatory variables and fault-proneness is considered an objective variable. Mathematical models are constructed from those metrics. The selection of metrics varies according to studies. For example, studies such as [11], [20], [24] used NASA’s Metrics Data Program. Object oriented metrics are used in [4], for example. Some studies used metrics based on metrics collection tools [2], [7].

Our approach does not use software metrics explicitly, but rather, uses the frequency of tokens (combination of words) in code modules as metrics. To the best of our knowledge, no work has used the frequency of tokens as predictors of fault proneness. The calculation of frequency of tokens is done by a spam filtering tool.

The selection of classification techniques also varies according to studies. Khoshgoftaar et al. performed a series of fault-prone prediction studies using various classification techniques; for example, the classification and regression trees [18], the tree-based classification with S-PLUS [15], the Treedisc algorithm [14], the Sprint-Sliq algorithm [16], and logistic regression [13]. The comparison was summarized in [17]. Logistic regression is a frequently used technique in fault-prone prediction [4], [7], [13]. Menzies et al. compared three classification techniques and reported that the naive Bayesian classifier achieved the best accuracy [20].

Our approach adopted a Markov random field for the classification technique. Since it is an extension of the naive Bayesian classifier, the Markov random field is expected to achieve good accuracy.

2.2 Spam E-mail Filtering

Early stages of spam-filtering software were based mainly on pattern matching using dictionaries of spam-prone words in e-mail messages. However, dealing with new spam e-mail messages including novel words is difficult. As a result, spammers and developers of spam filters were in the rat race.

In 2002, Graham stated that most spam e-mail messages can be automatically classified by Bayesian classification [10]. The merit of Bayesian classification is flexibility for new spam messages and the user’s corrections. Inspired by his article, various spam filtering software based on Bayesian classification have been developed [3], [22]. Since traditional spam filters such as SpamAssassin [27] also implemented Bayesian techniques, Bayesian classification has become an essential technique.

CRM114 has been developed by Yerazunis [5] as an extension of a Bayesian classification-based filtering. CRM114 has been implemented as a generic text discriminator with remarkable accuracy in detecting spam messages.

3. Overview of Fault-Prone Filtering

3.1 Fundamental Idea

The basic idea of fault-prone filtering is inspired from spam e-mail filtering. In spam e-mail filtering, the spam filter first learns both spam and ham (non-spam) e-mail messages from a learning data set. Then, an incoming e-mail is classified into either ham or spam by the spam filter.

This framework is based on the fact that spam e-mail usually includes particular patterns of words or sentences. From the viewpoint of source code, a similar situation usually occurs in faulty software modules. That is, similar faults may occur in a similar contexts. We thus guessed that faulty software modules have similar pattern of words or sentences like spam e-mail messages.

From the viewpoint of effort, conventional fault-prone detection techniques require a relatively great effort for application because they have to measure various metrics. Of course, metrics are useful for understanding the property of source code quantitatively. However, measuring metrics usually requires extra effort and translating the values of metrics into meaningful results also requires additional effort. Thus, easy-to-use techniques that do not require much effort will be useful in software development.

We then try to apply a spam filter to identification of fault-prone modules. We named this approach “fault-prone filtering”. That is, the fault-prone learner first learns both FP and NFP modules. Then, a new module can be classified into FP or NFP using the fault-prone classifier. To do so, we have to prepare spam filtering software and sets of FP and NFP modules.

Figure 1 shows an overview of Fault-prone Filtering.
3.2 Classification Techniques

In this study, we used CRM114 spam filtering software [6] for its versatility and accuracy. Since CRM114 is implemented as a language to classify text files for general purpose, applying source code modules is easy. Furthermore, the classification techniques implemented in CRM114 are based mainly on Markov random field model instead of the naive Bayesian classifier.

In this experiment, we used the following 3 classification strategies built in CRM114 to evaluate the effectiveness of our proposed approach.

1. Sparse Binary Polynomial Hash Markov model (SBPH)
   SBPH is the default classification model used in CRM114. It is an extension of the Bayesian classification and maps features in the input text into a Markov Random Field [5]. In this model, tokens are constructed from combinations of \( n \) words (\( n \)-grams) in a text file. Tokens are then mapped into a Markov random field to calculate the probability.

2. Orthogonal Sparse Bigrams Markov model (OSB)
   OSB is a simplified version of SBPH. It considers tokens as combinations of exactly 2 words created in the SBPH model. This simplification decreases both memory consumption of learning and time of classification. Furthermore, it is reported that OSB usually achieves higher accuracy than SBPH [25].

3. Simple Bayesian model (BAYES)
   BAYES is a simplified version of SBPH, since it uses only single words as tokens. This model is thus considered to be identical to the classical Bayesian classification.

As developers of CRM114 stated, those classifiers have both merits and demerits. To investigate the applicability to FP filtering, we compare the accuracy of these 3 strategies when they are applied to FP filtering in the experiment.

The scripts of CRM114 used for learning and classification are shown in the Appendix.

3.3 Example of Filtering

Here, we explain briefly how these classifiers works. The difference among these 3 classifiers are in both tokenization and classification.

(1) Tokenization

Since SBPH is a base for all techniques, we explain how SBPH tokenizes input text files. First, words in a source code module are separated by a lexical analyzer. Then, separators such as braces, parentheses, colons, and semicolons are deleted. SBPH then picks up a sequence of 5 words. Next, SBPH generates combinations of these words by fixing the first word. For example, a sentence “if (x == 1) return;” is tokenized as shown in Fig. 2 (a).

For all words in a source code module, the above procedure is applied and the tokens are obtained.

In OSB, tokens are extracted from SBPH generated tokens so that these tokens include exactly 2 words. Thus, in the same example as SBPH, tokens are generated as shown in Fig. 2 (b). By definition, the number of tokens drastically decreases compared to SBPH.

In BAYES, a single word is considered a token. In this example, 5 tokens are obtained as follows: \( if, x, ==, 1, \) \( return \).

(2) Classification

Let \( T_{FP} \) and \( T_{NFP} \) be sets of tokens included in FP and NFP corporuses, respectively. The probability of fault-proneness is equivalent to the probability that a given set of tokens \( T_x \) is included in either \( T_{FP} \) or \( T_{NFP} \). In SBPH and OSB, the probability that a new module \( m_{new} \) is faulty, \( P(T_{FP}|T_{m_{new}}) \), with a given set of token \( T_{m_{new}} \) in a new source code module \( m_{new} \) is calculated by the following Bayesian formula:

\[
P(T_{m_{new}}|T_{FP})P(T_{FP}) \frac{P(T_{m_{new}}|T_{FP})P(T_{FP})}{P(T_{m_{new}}|T_{FP})P(T_{FP}) + P(T_{m_{new}}|T_{NFP})P(T_{NFP})}
\]

Intuitively speaking, this probability denotes that the new code is classified into FP. According to \( P(T_{FP}|T_{m_{new}}) \) and pre-defined threshold \( t_{FP} \), classification is performed.

3.4 Classification Example

Here, we present a very simple example of how modules are classified by the OSB. Figures 3 (a) and (b) show examples of FP and NFP modules, respectively. The module \( \text{fact}() \) is intended to calculate a factorial of a given \( x \) recursively. However, implementation in Fig. 3 (a) includes a bug \( ++x \) in line 2 which should be --\( x \).

Assume that FPTrainer trains only these 2 modules. In this case, bigrams are generated from both modules and trained as either FP or NFP. The difference between FP and
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Fig. 3 Example code for classification.

(a) Example of an FP module

```java
1: public int fact(int x) {
2:     return x==1?1:x*fact(+x));
3: }
```

(b) Example of an NFP module

```java
1: public int fact(int x) {
2:     return x==1?1:x*fact(--x));
3: }
```

Fig. 4 Difference of generated tokens for FP and NFP modules.

(a) Tokens from FP module (b) Tokens from NFP module

NFP tokens is shown in Figs. 4 (a) and (b). All tokens generated from Fig. 3 are shown in Fig. 6.

In Fig. 4 (a), tokens FPx are trained as characteristic of FP modules and stored in the FP corpus. Similarly, tokens NFPx in Fig. 4 (b) are trained as NFP and stored in the NFP corpus. All other tokens are stored in both corpuses, too.

Next, assume that the new module shown in Fig. 5 is constructed and has to be classified. After tokenization, we can obtain the tokens shown in Fig. 6 (c).

Figure 6 shows the contents of the FP and NFP corpuses and tokens generated from the new module mnew. We can see the following from Fig. 6:

- The number of all tokens in Figs. 6 (a), (b), and (c) is 45.
- The number of common tokens between Figs. 6 (a) and (c) is 14. They are shown as grayed rectangle in Fig. 6 (a).
- The number of common tokens between Figs. 6 (b) and (c) is 13. They are shown in the grayed rectangle in Fig. 6 (b).

For example, we can see that the 37th token of “++” in the new module in Fig. 6 (c) is also found in line 37 of the FP corpus in Fig. 6 (a), too.

By Bayesian formula, we can get a probability to be fault-prone for the new module. In this example, $P(T_{FP}) = P(T_{NFP}) = 1/2$ since there are only 2 modules trained. As mentioned before, the number of tokens in both FP and NFP corpuses is 45. The number of identical tokens between FP and the new module is 14. The number of identical tokens between NFP and the new module is 13. Thus, $P(T_{mnew}|T_{FP}) = 14/45$ and $P(T_{mnew}|T_{NFP}) = 13/45$. The probability that the new code is classified as FP is thus calculated as follows:

$$P(T_{FP}|T_{mnew}) = \frac{14}{45} \times \frac{1}{2} + \frac{13}{45} \times \frac{1}{2} = 0.519.$$  

As a result, a new module in Fig. 5 is classified as FP with the probability of 0.519. In fact, the new module has a similar bug as the FP module in Fig. 3. That is, ++ should be --.

Our approach is based on the tendency that developers
often make similar mistakes and thus inject similar bugs. In other words, there is a pattern of bugs for individual developers. In this example, mistaking -- for ++ tends to take place in different modules. Such bugs are difficult to obtain by metrics-based fault-prone predictions. By using the spam-filtering technique, we try to capture such similar patterns of bugs.

Of course, this is just a trivial example. In a real situation, many of other tokens also affect classification. The calculation of probability thus becomes more complex.

4. Experimental Application

To see the effectiveness of the proposed approach, we have conducted an experiment to evaluate the accuracy of classification strategies.

4.1 Target Projects

For the experiment, we selected an open source project that can track faults. For this reason, we selected two projects, “argoUML project [1]” and “Eclipse BIRT plugin [9]”.

Table 1 shows the context of the target projects. Both projects are developed in Java language, and revisions are maintained by a concurrent version control system (cvs). The source repository of argoUML was prepared for use in the Mining Challenge in the Mining Software Repository Workshop in 2006 [8]. As for the Eclipse BIRT plugin, an archive of the repository was obtained from the official Web site on the 27th of November, 2006. Fault reports were obtained from the bug database of both projects. The type of fault-prone (NFP) modules from the source code based on an algorithm by Sliwerski et al. [26].

The following restriction and assumption exist in this collection method:

Restriction We seek FP modules by examining the cvs log. Therefore, faults that do not appear in the cvs log cannot be considered. That is, the set of FP modules used in this study is not complete.

Assumption We assume that faults are reported just after they are injected in the software.

First, we collected the following information from the bug database of a target project such as Bugzilla.

- FLT: A set of faults found in the bug database.
- \( f_i \): Each fault in FLT.
- \( date(f_i) \): Date in which a fault \( f_i \) is reported.

Here, we consider the software module \( M_i \) as a tuple of \( d_i, m_i, s^i \), where \( d_i \) is the last modified date of \( M_i \), \( m_i \) is a source code of \( M_i \), and \( s^i \) is the actual fault status (FP or NFP) of \( M_i \).

We then start mining a source code repository according to the following algorithm to extract fault-prone modules.

1. For each fault \( f_i \), find class files \( CL_{FaultFixed} \) in which the fault has just been fixed by checking all revision logs.
2. Extract modules \( MOD_{FaultFixed} \) in classes \( CL_{FaultFixed} \).
3. For each module \( M_i \) in \( MOD_{FaultFixed} \), let \( s_i^f = FP \) if \( M_i \) is unmodified since \( date(f_i) \).
4. Let \( MOD_{FP} = \{ M_i | s^i = FP \} \)
5. Extract modules \( MOD_{AllRev} \) in all revision.
6. For each module \( M_j \) in \( MOD_{FP} \), track back older revisions of \( M_j \) and append older revisions of \( M_j \) to \( MOD_{FPold} \) only if \( M_j \) has remained unchanged until the bug is fixed.
7. Let \( MOD_{NFP} = MOD_{AllRev} - MOD_{FPold} - MOD_{FP} \). For each module \( M_k \) in \( MOD_{NFP} \), let \( s^k = NFP \).

This algorithm collects fault-prone modules very strictly. In other words, we collect modules in which faults are definitely included. Therefore, some modules are not collected as FP since there is a possibility that the module is not FP.
An illustrated example of collecting a fault-prone module is shown in Fig. 7. In this example, assume that a class $CL_{FaultFixed}$ has revisions 1.1, 1.2, · · ·, 1.9, and revision logs are appended when each revision is committed. At first, a fault $f_{100}$ is found on the 24th of December, 2006. By searching all revision logs, assume that the fixed point is found as revision 1.9 of $CL_{FaultFixed}$ (Shown as (1) in Fig. 7). Then, $MOD_{FaultFixed}$ can be extracted by taking the difference between revision 1.8 and 1.9 (Shown as (2) in Fig. 7). For each module in $MOD_{FaultFixed}$, we find modules which have not been modified since the 24th of December, 2006 by searching revision differences. Here, assume that revision 1.6 of $CL_{FaultFixed}$ was committed on 20th of December, 2006. Therefore, we have to check all differences between revision 1.6 and 1.9. Assume that the difference between revision 1.7 and 1.8 includes modification to $x()$ and $z()$, and the difference between revision 1.6 and 1.7 includes modification to $z()$. Then, we can find that the modification to $y()$ between 1.8 and 1.9 is the first modification since the fault $f_{100}$ was reported, and that the fault $f_{100}$ is fixed whereupon $y()$ is modified. This implies that $y()$ is a cause of fault $f_{100}$. The modules $y()$ in revision 1.6, 1.7, and 1.8 are then added to $MOD_{FP}$ (Shown as (3) in Fig. 7). On the other hand, modules such as $x()$ and $z()$ in revision 1.8 are not included in $MOD_{FP}$, because they are modified between 1.6 and 1.8 for some reason. Of course, they may include the cause of $f_{100}$, but the probability is smaller than that of $y()$ in 1.8. Therefore we do not include $x()$ and $z()$ in revision 1.8 in $MOD_{FP}$.

We implemented a prototype tool named “FPFinder” to track bugs in the cvs repository. The inputs of FPFinder is a cvs repository of the target project and a bug report to track the bugs. The output of FPFinder are sets of FP modules ($MOD_{FP}$) and NFP modules ($MOD_{NFP}$).

The result of FPFinder is shown in Table 2. The number of faults found in the cvs log of argoUML is 396. This number was 37% of the total reported faults in the bug database. As for Eclipse BIRT, 1973 faults were found in the cvs log and this number was 42% of total.

### 4.3 Application of FPClassifier

We performed a 10-fold cross validation with 3 classifiers using modules in $MOD_{FP}$ and $MOD_{NFP}$.

Here, let us explain the details of the 10-fold cross validation in this experiment. First, we randomly shuffle the order of the modules in $MOD_{FP}$ and $MOD_{NFP}$. Next, we split $MOD_{FP}$ into 10 subsets $MOD_{FP}^1, MOD_{FP}^2, \cdots, MOD_{FP}^{10}$ so that the number of modules in each subset is almost the same. Similarly, we split $MOD_{NFP}$ into $MOD_{NFP}^1, MOD_{NFP}^2, \cdots, MOD_{NFP}^{10}$.

We then picked $MOD_{NFP}^1$ and $MOD_{FP}^1$ for testing data. Obviously, $MOD_{NFP}^2, \cdots, MOD_{NFP}^{10}$ and $MOD_{FP}^2, \cdots, MOD_{FP}^{10}$ are used for learning. Next, $MOD_{NFP}^1, MOD_{NFP}^2, \cdots, MOD_{NFP}^{10}$ and $MOD_{FP}^1, \cdots, MOD_{FP}^{10}$ are learnt to the corpuses. Using the learnt corpus, $MOD_{NFP}^1$ and $MOD_{FP}^1$ are classified into FP or NFP by calculating the probability of being fault-prone. Here, threshold $\theta_{FP}$ for classifying FP or NFP is determined to be 0.5. By only using the subset $MOD_{NFP}$ and $MOD_{FP}$ for testing, we can obtain a relatively fair result of the classification.

### 4.4 Result of Experiment

For the evaluation of the experiments, we define several evaluation measurements. Table 3 shows a legend of tables for experimental result. In Table 3, $N_1$ shows the number of modules that are predicted as NFP and are actually NFP, $N_2$ shows the number of modules that are predicted as FP but are actually NFP. Usually, $N_2$ is called a false positive. On the contrary $N_3$ shows the number of modules that are predicted as FP but are actually NFP. $N_3$ is called a false negative. Finally $N_4$ shows the number of modules that are predicted as FP and are actually FP. Therefore, $N_1 + N_4$ is the number of correctly predicted modules. The accuracy rate shows the ratio of correctly predicted modules to entire modules and is defined as follows:

\[
\text{accuracy} = \frac{N_1 + N_4}{N_1 + N_2 + N_3 + N_4}
\]
To investigate the difference of classifiers, we look into the result of the Eclipse BIRT plugin in Tables 5 and 7.

By looking at Table 5 carefully, we can find that OSB can predict more FP modules than the other 2 classifiers. That is, \( N_4 = 7,501 \) in Table 5 (b), \( N_4 = 2,893 \) in Table 5 (a), and \( N_4 = 592 \) in Table 5 (c). The amount of \( N_4 \) is one of the most important measurements for prediction of fault-proneness.

From Table 7, we can see several characteristics of each classifier. The \( F_1 \) and recall of the BAYES classifier were the worst (0.062 and 0.115, respectively) in 3 classifiers. In other words, BAYES predicts almost all modules to be NFP. The reason, we assume, is because source code modules of software are more similar to each other than e-mail messages are. BAYES considers a word in a text file as a token for learning. However, too much similar words appear in software code modules. The characteristics of FP modules were difficult to extract by BAYES. In other classifiers, more than 2 words are used for a token. This extension drastically increases the number of tokens to learn. The difference of BAYES and the other classifiers may be derived from too many similar words.

The measurement "accuracy" shows an extremely high value even in BAYES, but this fact is almost meaningless since the accuracy is strongly affected from unbalanced data. For example, if all modules are simply predicted as NFP, the accuracy becomes more than 0.9. Thus, we do not use accuracy for evaluation. We showed the values of accuracy only for reference.

The OSB classifier achieves the most relevant result for FP prediction. Since recall is 0.786, we can say that 78% of actual fault-prone modules can be detected by the OSB classifier. The fact that precision is as low as 0.320 implies that we have to investigate 3 modules to find 1 fault-prone module on average.

In fault-prone modules prediction, recall implies the coverage of actual faults and precision implies the cost.
needed for testing. However, the balance of the cost of testing and the quality of software is always a problem of testing economics [19]. It is said that a type-II error requires 10 to 200 times more cost to remove than a type-I error [17]. We thus believe that the coverage of actual faults is more important than the cost of testing in an actual software development and such imbalanced recall and precision are acceptable.

Note that we can adjust the balance of recall and precision by changing the threshold of probability \( t_{FP} \) shown in Sect. 3.3. According to the domain of development, the balance of recall and precision should be adjusted.

The results for argoUML in Tables 4 and 6 also show that the OSB achieves the best recall and the worst precision. We can say that the tendency between the two projects is almost the same.

Therefore, we can conclude that the OSB classifier is the most appropriate classifier for fault-prone prediction from the viewpoint of quality assurance.

5.2 Comparison between Previous Studies

Here, we briefly survey the accuracy of previous metrics-based studies shown in Sect. 2.1. Denaro et al. proposed a logistic regression based approach, and achieved 0.906 precision and 0.682 recall [7]. Briand et al. adopted logistic regression and object-oriented metrics based method, and achieved 0.840 precision and 0.483 recall [4]. Guo et al. proposed an approach using Dempster-Shafer Belief Network and achieved 0.690 precision and 0.915 recall [11]. Bellini et al. used the discriminate analysis and achieved 0.736 precision and 0.543 recall [2].

On the other hand, our approach with the OSB classifier achieved 0.320 precision and 0.786 recall. Since the environment of application differs from previous studies, we cannot compare these results directly. We can see that the recall of our approach is relatively better, but the precision is rather lower than previous results.

6. Threats toValidity

The threats to validity are categorized into four categories as in [28]: external, internal, conclusion, and construction validity.

External validity mainly includes the generalizability of the proposed approach. For these experiments, we can confirm that the fault-prone filtering works correctly for two projects. In Tables 6 and 7, we can see that the tendency of evaluation measurements is similar in both projects. This fact implies that our approach has a certain kind of generality. Therefore, the threat to external validity is mitigated.

As for internal validity, 10-fold cross validation can be a threat. Although cross validation is a good method for validation of a prediction technique, cross validation cannot deal with several important aspects such as the order of the creation of modules. One solution is the 'Training only errors' approach [21]. The approach can deal with the order of creation and the modification of software modules. We have conducted an experiment using this approach.

One of the construction validity threats is the collection of fault-prone modules from open source software projects. As mentioned before, the number of faults found in the cvs repository was about 40% of the total faults reported in a bug database. The algorithm adopted in this study has the limitation that faults not recorded in the cvs log cannot be collected. To make an accurate collection of FP modules from the source code repository, further research is required.

The way of statistical analysis usually causes threats to conclusion validity. We cannot find any threats to conclusion validity in our study at this point.

7. Conclusion

This paper proposed an approach to classify fault-prone software modules using a spam filtering technique. In our approach, source code modules were considered text files and were applied to the spam filter directly. For the spam filtering software, we selected a generic text discriminator.

We conducted an experiment using source code repositories of Java-based open source developments. The result of our experiment showed that the OSB classifier is the most appropriate for fault-prone prediction. By using the OSB classifier, our approach can classify 78% of actual fault-prone modules as fault-prone.

For future work, we have to apply our approach to not only open source development, but also to actual development in industries. Additionally, further investigation of misclassified modules will contribute to improvement of accuracy. Finally, an application environment has to be developed.
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Appendix: CRM114 Scripts for Learning and Classification

CRM114 is a powerful tool for generic text discrimination and it accepts original scripting language. Figures A-1 and A-2 show scripts of CRM114 used in our study. In these scripts, $CLASSIFIER$ is replaced with the following options according to the selected classifier:

**SBPH** `<unique microgroom>`

**OSB** `<osb unique microgroomx>`

**BAYES** `<unigram>`

```
match (:data:) /.*
learn $CLASSIFIER$ (:*:arg2:) [:data:] [[/:[graph:]])+

Fig. A 1 Learning script for CRM114.
```

```
match (:data:) /.*
isolate (stats:)
{
classify $CLASSIFIER$ [:data:]
 muchos:arg2: (stto:arg3: :ststs: /,[[graph:]]+)
 output /file :*:arg2: matches better :*:nl: :*:ststs: :*:nl: / exit
output /file :*:arg3: matches better :*:nl: :*:ststs: :*:nl: /

Fig. A 2 Classification script for CRM114.
```
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