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SUMMARY Recently, software development projects have been re-
quired to produce highly reliable systems within a short period and with
low cost. In such situation, software quality prediction helps to confirm
that software product satisfies required quality. In this paper, by using
Bayesian belief network (BBN), we try to construct a prediction model
based on relationships elicited from embedded software development pro-
cess. According to a characteristic of embedded software development, we
especially propose to classify test and debug activities into two distinct ac-
tivities on software and hardware. Then we call the proposed model “the
BBN for embedded software development process”. On the other hand, we
define “the BBN for general software development process” to be a model
which doesn’t consider such a classification, but merge them into a single
activity. Finally, we conducted experimental evaluations by applying these
two BBNs to actual project data. As the results of experiments, we proved
that the BBN for embedded software development process is superior to
the BBN for general development process and is applicable effectively for
practical use.
key words: Bayesian belief network, causal model, software quality pre-
diction

1. Introduction

Recently, embedded systems have been used for many types
of systems including critical ones. An embedded system is
used in many areas such as vending machine, cellar phone,
home appliances, etc. Formerly, software used in an embed-
ded system has been used mainly for controlling hardware.
However, the purpose of embedded system has been diversi-
fied recently according to growth of demand for embedded
system. In such situation, software in embedded system gets
to play important role. For making embedded system more
flexible, realizing functionality by software is prior to that
by hardware. Thus, many functionality is realized by soft-
ware instead of hardware.

Increase of demand for software causes increase of size
and complexity of software. On the other hand, in terms
of market strategy, duration for development is required to
be shorten. That is, although recent embedded systems be-
come complicated steadily, demands for cost, quality, and
duration become severe. These problems are accelerated
by the characteristics of embedded software [1]. An em-
bedded software is required to achieve real-time processing
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with various hardware with severely constrained resources.
Furthermore, recent embedded system deploys widely once
it releases. This means that it is difficult to replace a system
including faults.

In such situation, it is required for software develop-
ment projects that highly reliable systems should be pro-
duced strictly within a short period and with low cost. Soft-
ware quality prediction is valuable for the requirement be-
cause it helps to confirm that software product satisfies re-
quired quality. This is useful for avoiding wasteful effort
and shipment of low quality product.

For general software development projects, there are
extensive research for software quality prediction. Regres-
sion models with several metrics are often used as a method
for predicting risky projects [2–4]. However, the regression
models have the following problems [5].

First, metrics that are highly correlated cannot be used
in the regression model simultaneously. Avoiding this diffi-
culty is possible by introducing a new composite metric of
these correlated metrics. However, we want to use values
of metrics directly, since the values make it easy to investi-
gate the relationship among metrics. Second, the regression
model cannot be applied in a case such that the values of
the explanatory variable in the model are unknown. That
is, when we try to use the regression model, all values of
the explanatory variable must be collected. The metrics that
affect the final quality of software include the ones related
to phases after the end of developmental activities, such as
the number of detected faults after shipping. Thus, in order
to use such metrics in our research, applying the regression
model is difficult.

Thus, we try to apply the Bayesian belief network
(BBN) [6] as a modeling method to find risky project. The
BBN is one of the methods for modeling systems that in-
clude causal relationships among variables. The BBN can
handle uncertainties such as probabilistic events, and thus
it can be extensively applied under the condition that not
all values of metrics or variables are given. That is, even
if we cannot collect all data corresponding to the metrics
in the model, we can make a decision or diagnose by us-
ing the probabilities for metrics whose value is unknown.
This feature of the BBN is useful for solving the two prob-
lems of the regression model just mentioned. Furthermore,
the BBN helps to model characteristics of embedded soft-
ware development process differing from general software
development process since it is constructed by using rela-
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tionships among diverse factors. This feature of the BBN is
more suited than regression model when used for our pur-
pose (that is to say, used for embedded software develop-
ment).

In this paper, we propose a prediction model for final
software quality of embedded software. We apply the BBN
to embedded software development process. Thus, we also
can handle uncertainties such as probabilistic events in the
proposed model. Additionally, in order to deal with embed-
ded software development process, we newly try to classify
several activities in test and debug phase into two distinct ac-
tivities on software and hardware. By the classification, we
aim at realizing high prediction rate of the proposed model.

The rest of this paper is organized as follows: Section
2 explains target development process. Section 3 describes
the flow of our study and mentions objectives. In Sect. 4 we
construct abstract development process. We then construct
the BBN in Sect. 5, and evaluate empirically the BBN in
Sect. 6. Finally, Sect. 7 concludes this paper, and Appendix
explains the BBN briefly.

2. Target Development Process

Figure 1 shows an overview of a development process in the
company cooperating with us (provisionally named Com-
pany A). The development process is the overlapping ordi-
nal waterfall model [7]. This process consists of three suc-
cessive phases: the design and coding phase, the test and
debug phase, and the acceptance test and debug phase.

The characteristics of the phases in this company are as
follows:

(1) Design and Coding

This phase is divided into five activities: Concept design,
Function design, Structure design, Module design, and Cod-

ing. One characteristic of design and coding phase in Com-
pany A is that review activity is introduced after each activ-
ity. A review activity not only improves the quality of an
artifact but also helps software development organizations
reduce their cost of producing software. [8]. In Company
A, peer review [9] is carried out. The software engineering
process group in the company establishes several guidelines
for a review activity. One guideline directs at least 15% of
the total effort for a design and coding phase to be assigned
to a review activity [10]. After design activities, executable
modules are coded.

(2) Test and Debug

This phase consists of four activities: Unit test and debug,
Integration test and debug, Function test and debug, and
System test and debug. In the company, the test and de-
bug on software is carried out in the first two activities, and
the test and debug on hardware is carried out in the last two
activities. Test and debug on hardware is a feature of devel-
opment process for embedded software.

(3) Acceptance Test and Debug

This phase (that is, this activity) is different from the test
and debug on hardware in the test and debug phase. While
a product is tested by developers themselves in the last two
activities in the test and debug phase, it is tested by a soft-
ware quality assurance team, which is organized apart from
the development team.

3. Flow of Our Study

Figure 2 shows an outline of our study. Roughly speaking,
we have the following two objectives in this study.

(1) For predicting final quality in embedded software devel-
opment, we propose a new BBN with such a key feature
that test and debug on hardware is dealt distinctly from
test and debug on software. (Normally these two activi-
ties are summarized into a single test and debug.) Then
we show that the proposed model can predict final qual-
ity quite well.

(2) In order to show the effectiveness of the key feature
mentioned in (1), we also construct a BBN for general
software development process for predicting final qual-
ity. (We imply that the BBN for general software devel-
opment process has a single test and debug.) Then we
show the superiority of the proposed BBN empirically
to the BBN for general software development process.

The left hand side of Fig. 2 shows an outline of con-
struction of the BBN with key feature for embedded soft-
ware development process. The right hand side shows the
construction of the BBN for general software development
process.

In the following sections, we call the BBN with the
key feature as “embedded model”. On the other hand, we
call the BBN with single test and debug as “general model”.
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4. Abstract Development Process

As the first step, we construct abstract development process
from actual development process. Here, the actual develop-
ment process is given in Fig. 1.

Now we explain how to construct abstract development
process for embedded model shown in Fig. 3 Later we de-
scribe construction of the one for general model shown in
Fig. 4.

(1) Firstly for design and coding phase, we construct a pair
of design activity and review activity, as shown in Fig.
3. That is, from four kinds of design and review in Fig.
1, we define two activities: Design Activity and Review
Activity as shown in Fig. 3.

(2) Next for test and debug phase, we propose a new trial
based on the fact that the first two test and debug in Fig.
1 are executed for software and the last two test and
debug are for hardware. Then, we define two activities:
Software Test and Debug and Machine Test and Debug
as shown in Fig. 3.

(3) Finally for acceptance test and debug phase, we define
a single activity as shown in Fig. 3.

On the other hand, abstract development process for
general model is constructed by the similar steps mentioned
above. The difference is only for test and debug phase. Ac-
cording to general view point, four test and debug activities
in Fig. 1 are merged into a single test and debug. As the re-
sult, abstract development process for general model shown
in Fig. 4 is obtained.

5. BBNs for Software Quality Prediction

Then, we construct a prediction model by using the BBN
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Fig. 3 Abstract development process for embedded model
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from abstract development process. Detailed explanation
about the BBN is described in Appendix. In order to con-
struct the BBN, we need to construct DAG and CPT. How-
ever, method for CPT is already established and can be car-
ried out automatically. Thus, in the following subsections,
we describe only how to construct the DAG for prediction
model. The resultant DAGs are shown in Fig. 5 and 6.

5.1 Approach to Model Construction

Based on the abstract development process in Sect. 4, we
construct the prediction model for final software quality us-
ing the BBN. Because the concept of software quality con-
sists of diverse facets of software, we should consider vari-
ous criteria, which are usually assessed by collectable met-
rics. In such metrics, the amount of residual faults is consid-
ered one of the most important factors because it represents
the amount of inconsistency between the specification and
the implemented product. Furthermore, the development
members in the company regard this metric as the most im-
portant quality measurement. Thus, in this paper, we deal
with the amount of residual faults in a product as a factor of
software quality. Concretely, our proposed models predict
whether the amount of residual faults in a product is accept-
able at the end of the acceptance test and debug activity.

The following approach represents the policy of model
construction:

(1) Observe carefully the change in the amount of residual
faults at each activity and represent this change as the
main flow of the model.

(2) Calculate the amount of residual faults in each activity
from the metrics recorded in the corresponding activity.
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5.2 Software Metrics

In order to represent relationships between development
process and final software quality, we use software metrics
obtained in each activity. The metrics used in the proposed
models are classified into five groups: S α, Eα , DFα , T Iα,
and RFα where α denotes an activity in Fig. 3 and 4. For
example, S DS denotes product size in DS (design activity),
and EDS denotes effort in DS . The detailed definitions are
given as follows:

• Product size (Kstep): S DS

• Effort (person-day): EDS , ERV , EDB , EAT

• Detected faults (number): DFRV , DFS DB , DFMDB,
DFDB(= DFS DB + DFMDB), DFAT

• Test Items (number): T IS DB, T IMDB, T IDB(= T IS DB +

T IMDB), T IAT

• Residual faults (number): RFDS , RFRV , RFS DB ,
RFMDB , RFDB(= RFS DB + RFMDB), RFAT

All metrics without RFα can be collected in an actual soft-
ware development project. Since each activity in the abstract
development processes consists of some activities, the val-
ues of metrics Eα , DFα , and T Iα are given by summing up
the values of the corresponding activities (shown in Fig. 1).
For example, effort EDS is calculated as the total sum of ef-
fort at the concept design, function design, structure design,
module design, and at coding. Here, Effort metrics for soft-
ware test and debug activitiy and machine test and debug
activity are not defined since these metrics are not recorded
separately. Thus, we use EDB to DAGs for S DB and MDB.

On the other hand, we cannot record the metrics RFα in
each activity α because the number of injected faults cannot
be counted a priori. In order to overcome this deficiency, we
assume that RFAT is equal to the number of detected faults
during the six months after shipping. Thus, we can define
the total number of faults RFDS (that is, the residual faults
after the design activity) to be the sum of RFAT and the to-
tal number of faults detected in each activity of the software
development process. Thus, we assume the following equa-
tion:

RFDS = RFAT + DFRV + DFS DB + DFMDB + DFAT

According to this definition, the residual faults RFα af-
ter each activity α are calculated by subtracting the detected
faults DFα in each activity α from the residual faults in the
previous activity.

When we try to predict software quality, human fac-
tors such as ability and expertise, should be considered key
metrics for the prediction. However, these metrics are not
recorded, and thus we do not consider them in this paper.
Considering such human factors, however, still remains an
important task for future work.

In order to use these software metrics for the BBN, we

next discretize them. First, we discretize all software met-
rics without RFAT . The number of classes for discretized
software metrics is decided as three in this paper. For ex-
ample, these classes are called “Large”, “Medium”, and
“Small”, respectively. Next, thresholds for each class in dis-
cretized software metrics are decided. In this paper, for each
metric, these are decided by using actual dataset such that
sorted dataset of a metric are divided equally. Next, we de-
cide a threshold for the metric RFAT . Since the model is
used for software quality prediction, zero should be a single
group. Thus, classes for RFAT are “Good”, which means
RFAT = 0 , and “Poor”, which means RFAT > 0, respec-
tively.

5.3 Construction of DAG

In this subsection, we define prediction model using the
BBN for abstract development processes shown in Fig. 3
and 4. First, we construct DAGs for each activity. For em-
bedded model, we construct DAGs for five activities based
on relationships among metrics related to the corresponding
activities. Then, we integrate these DAGs into a DAG that
represents the whole development process.

Figure 5 shows resultant DAGs for each activity. Please
note that DAGs for design activity, review activity, and ac-
ceptance test and debug activity are common to both ab-
stract development processes for embedded model and gen-
eral model. DAGs for software test and debug activity and
machine test and debug activity are shown in the left side
of Fig. 5 and DAGs for test and debug activity is shown in
the right side of Fig. 5. In the following, we mainly explain
in detail how to construct DAGs for embedded model. For
general model, we explain only about a DAG for test and
debug activity.

(1) DAG for Design Activity (common)

Here, we assume that faults are introduced by design activ-
ity, and that residual faults are removed by other activities
such as review, test and debug in Fig. 3 and 4. We assume
that metrics S DS and EDS in design activity (DS ) affect the
number of the introduced faults RFDS . The larger the de-
sign effort EDS is, the larger the number of introduced faults
RFDS is. Similarly, the RFDS becomes large in proportion
to the size of the product S DS .

(2) DAG for Review Activity (common)

Review is carried out in order to remove faults remaining or
introduced in the earlier phase. In the company, peer review
[11] is carried out after the design activity. In peer review, no
explicit test case is prepared, and thus T Iα is not recorded.

Obviously, the sum of the detected faults DFRV and the
residual faults RFRV is equal to the total number of faults
RFDS . Thus we obtain the following relation among these
metrics:

RFRV = RFDS − DFRV

Clearly, RFRV depends on RFDS and DFRV .
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Next, we consider the DFRV in more detail. In review
activity, faults are discovered from the residual faults of the
product. Moreover, the number of detected faults is affected
by the review effort. Then, DFRV is affected by RFDS and
ERV .

(3) DAG for Software Test and Debug Activity

The activities in software test & debug (S DB) are also used
to remove the residual faults. Then, the structure of DAG for
S DB is almost the same as that for RV. The difference be-
tween two DAGs is that the number of the test items T IS DB

is recorded in the software debug activity . Since metric
T IS DB is related to the coverage of the test, we consider that
T IS DB affects the number of detected faults DFS DB . Fur-
thermore, T IS DB clearly affects the effort EDB.

(4) DAG for Machine Test and Debug Activity

The activities in the machine test & debug (MDB) are also
for removing the residual faults. By applying similar dis-
cussions in DAG for S DB, we get the DAG.

(5) DAG for Test and Debug Activity

In general development process, test and debug (DB) is per-
formed only for software. Thus, activities in test and debug
phase are integrated into a single test and debug activity, as
shown in Fig. 4. As same as integration of activities in
software test and debug activity, we simply add T IS DB and
T IMDB. This metric is defined as T IDB in Subsection 5.2.
Similarly, RFDB and DFDB are defined. Since the relation-

ships between these metrics are the same ones, the DAG for
test and debug activity is constructed as shown in Fig. 5.

(6) DAG for Acceptance Test and Debug Activity (com-
mon)

The activities in the acceptance test and debug (AT ) also
have the same properties as the software debug activities.
Thus, we obtain the DAG shown in Fig. 5.

5.4 DAG for Prediction Model

Finally, DAGs in Fig. 5 are integrated into a prediction
model. Figure 6 (a) and (b) show DAGs for embedded
model and for general model, respectively.

6. Evaluation of BBNs

6.1 Dataset

For empirical evaluation, we use actual project data obtained
from Company A, which cooperates with us. The projects
targeted in this paper are the development of computer con-
trol systems with embedded software in Company A. The
software products developed by the projects have the fol-
lowing common characteristics. The systems are related
to retail systems, and thus, embedded software implements
rather complex functions dealing with many sensors, actu-
ators, and control signals including various kinds of inter-
rupts. Furthermore, since developed software is delivered in
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Fig. 6 DAGs for prediction BBNs

the form of LSI chips, modification of faults after delivery
is very expensive. Thus, high quality is especially required
for the embedded software.

The dataset used in this paper consists of the actual
project data of 51 projects, which have already finished their
development. Each project started its development from
1995 to 1998.

6.2 Application Procedure

In order to evaluate the BBNs according to objectives men-
tioned in Sect. 3, we perform two experiments using the
dataset.

• Self-application
As a preliminary experiment, we first apply the dataset
to a prediction model for both training and prediction.
From the result of this experiment, we can see how well
the model represents a relationship between a feature of
software development process and final software qual-
ity.

• 10-fold cross validation
The evaluation through k-fold cross validation method
is one of the most common technique for model evalu-
ation. The dataset is here split into k equally sized sub-
sets. Then in i-th iteration (i = 1, . . . , k), the i-th subset
is used for testing the BBN that has been learned from
all other remaining subsets. Notice that each instance
of data is classified exactly once. The number of sub-
sets k is usually set to 10. From this experiments, we
can see how applicable the model is for practical use.

The results of predictions are evaluated using the fol-
lowing two perspectives:

Table 1 Self-application result for embedded model

Good Poor
Good 11 10
Poor 3 27Actual

Predicted
Embedded

Accuracy rate: 75.51%
Fisher’s exact test: p<0.01

Table 2 Self-application result for general model

Good Poor
Good 8 11
Poor 7 23Actual

General
Predicted

Accuracy rate:  72.55%
Fisher’s exact test:  p<0.01

Table 3 10-fold cross-validation result for embedded model

Good Poor
Good 10 11
Poor

Embedded
Predicted

Actual
6 24

Accuracy rate: 66.67%
Fisher’s exact test: p=0.06

Table 4 10-fold cross-validation result for general model

Good Poor
Good 8 13
Poor

Embedded
Predicted

Actual
7 23

Accuracy rate: 60.78%
Fisher’s exact test: p=0.35

• Accuracy rate
Accuracy rate represents the ratio of the correct pre-
diction. This criterion implies the accuracy of the pre-
diction. The larger the accuracy rate is, the better the
model is. For evaluating both BBNs, we use this crite-
rion.

• Fisher’s exact test
Fisher’s exact test is the statistical test for verifying the
correlation between two variables. By using this test-
ing, we can verify whether or not there is a relationship
between the result of a prediction and the actual result
(which is recorded as a metric). This criterion is used
for evaluating goodness of a prediction model. In this
paper, we adopt significance level α = 0.1.

6.3 Comparison

The prediction result of self-application is shown in Table
1. From this result, we can see that accuracy rate is 75.51%.
It is relatively good accuracy rate. P-value of Fisher’s exact
test results in lower than 0.01. This implies that there is
a correlation between actual software quality and predicted
one. From these two, we can say that embedded model can
represent a feature of development process for embedded
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software.
Next, the prediction result of 10-fold cross-validation

is shown in Table 3. This table says that accuracy rate is
66.67%. It is also relatively well though lower than the one
of self-application. In the fact, p-value of Fisher’s exact test
is 0.06. This is still lower than significance level α = 0.1.
Thus, we can say that embedded model is applicable for
practical use.

In contrast to embedded model, the prediction results
of general model is not so good. For self-application, Ta-
ble 2 shows that accuracy rate is 72.55%. This is slightly
inferior to that of embedded model. However, p-value of
Fisher’s exact test is lower than 0.01. Thus, we can say
that general model represent a feature of development pro-
cess for embedded software. On the other hand, for 10-fold
cross-validation, accuracy rate of Table 4 is 60.78%. P-value
of Fisher’s exact test is 0.35. This exceeds the significance
level. Thus, we cannot say that there is a correlation between
actual software quality and predicted one.

These results imply that distinction of test and debug
activities on software and on hardware leads higher predic-
tion rate and that prediction model based on embedded soft-
ware development process is applicable for practical use.

7. Conclusion

In this paper, we proposed the prediction model for final
software quality by using the Bayesian belief network. This
model is based on embedded software development process.

In order to deal with embedded software development
process, we especially classify several test and debug activ-
ities into two activities on software and on hardware. By
applying the classification, we defined the BBN for embed-
ded software development process. We also define the BBN
for general software development process, in which such a
classification is not applied.

Then, we evaluated both BBNs with empirical data set
collected from actual projects developing embedded sys-
tems. As a result, we showed that the BBN for embedded
software development process gives higher accuracy rate
rather than the BBN for general software development pro-
cess and is applicable for practical use.

In future work, refinement of the model to improve the
accuracy of the prediction is needed. For this purpose, the
human factor should be in the model. Additionally, the pre-
diction in the early phase of the development process is also
a challenging topics.
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Appendix: Bayesian Belief Network

The BBN is used to deal with causal relationships among
variables that allow uncertainty for some variables. In re-
cent years, because of the capability of fast computation, the
BBN is used in widespread areas [12–15] such as artificial
intelligence, medical diagnosis, trouble shooting diagnosis,
and decision making.

The Bayesian belief network (BBN) consists of two
components: the graph and the probability table. The graph
represents causal relationships between variables by the di-
rected links connecting variables [6]. Formally, this graph is
in the form of DAG (directed acyclic graph).

An example of DAG is shown in Fig. A· 1. Since
variable v4 depends on variable v2 and v3, there exist links
(v2, v4), (v3, v4) in DAG. Figure A· 1 implies that variable v5
depends on variable v1 and v4 directly, and variable v2 and v3
indirectly. In this case, we call v5 a dependent variable.

On the other hand, the probability table is assigned to
each variable. The probability table is especially assigned
to the dependent variable (here, v4 and v5 are such depen-
dent variables), and is named the conditional probability ta-
ble (CPT).

Table A· 1 is an example of the CPT assigned to vari-
able v4, which shows the relationship among v2, v3, and v4.
Here, we assume that all variables are binary which take val-
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v1

v5

v4

v2 v3

Fig. A· 1 Example of DAG

Table A· 1 Conditional probability table for v4

v4

v2 v3 T F

T 0.4 0.6

F 0.3 0.7

F
0.6 0.4

F 0.5 0.5

T

T

ues “T” or “F”.
With the BBN, we can perform the calculation of the

probability. Two typical cases exist:

Case 1: Values of all variables are known.
Case 2: Values of some variables are unknown.

In this paper, by utilizing a property in Case 2, we construct
a prediction model.

For example, we calculate the probability of v5 = T
under the condition that v1 = T , v2 = T , v3 = T , and v4 =
T . We assume that the CPT for v5 (shown in Table A· 2)
is assigned to v5. Because the value of v4 is set to “T”, we
don’t care about v2 and v3. Therefore, p(v5 = T |v1 = T, v2 =
T, v3 = T, v4 = T ) = p(v5 = T |v1 = T, v4 = T ) = 0.7 is
obtained from Table A· 2.

Next, we calculate the probability of v5 = T under the
almost same condition. The difference is that a value of v4
is uncertain. In order to calculate the probability of v 5, we
need the value of v4. However, in this case, the value of v4 is
unknown.

First, from Table A· 1, we get p(v4 = T |v2 = T, v3 =
T ) = 0.4, and p(v4 = F|v2 = T, v3 = T ) = 0.6. If the value
of v4 were to be assigned, we would be able to determine the
probability of v5 = T simply from Table A· 2. Although v4
is uncertain, we can calculate the probability of v5 = T by
using Table A· 2 as follows:

p(v5 = T |v1 = T, v2 = T, v3 = T )

= p(v5 = T |v1 = T, v4 = T ) × p(v4 = T |v2 = T, v3 = T )

+ p(v5 = T |v1 = T, v4 = F) × p(v4 = F|v2 = T, v3 = T )

= 0.7 × 0.4 + 0.3 × 0.6

= 0.46

Table A· 2 Conditional probability table for v5

0.7 0.3

0.70.3

0.8 0.2

0.3 0.7

v5

v1 v4 T F

T

F

F
F

T

T
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